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ABSTRACT
We present an exploration into the use of dimensional rea-
soning and the creation of research design spaces. We hy-
pothesized that researchers, engaged in open-ended creative
problem solving, could adapt the methods of design thinking
and design spaces to create dimensionalized research design
spaces. To investigate how researchers might explicitly en-
gage in such dimensionalization processes, we created and
studied (n=5, n=5) an interactive web-based system for the
creation of research design spaces. Our results showed that
a ‘dimensions-first’ approach was difficult for researchers to
work with. We then created and studied (n=11) a prototype
‘examples-first’ approach. Our results suggest that the ability
of researchers to explicitly dimensionalize their research areas
is quite varied and that significant scaffolding is required to
help researchers reason in this way.

ACM Classification Keywords
H.5.m. Information Interfaces and Presentation (e.g. HCI):
Miscellaneous

Author Keywords
dimensional reasoning; meta-research; design space; research;
ideation; sense-making.

INTRODUCTION
Conducting high-level academic research is a complex, cre-
ative, and open-ended task. It can be challenging for re-
searchers to effectively frame new work within the existing
cannon because it requires understanding what has been done,
how different works relate and the different ways of approach-
ing the topic. Reasoning about the research area iteratively
generates insights that inform and position ongoing work.

One way to concretely represent the scope of a research area is
to present, through a survey paper, a research design space. A
research design space defines an area by categorizing and dif-
ferentiating various approaches. It gives researchers a common
ground on which to position their research or find gaps in the
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area [25]. An early example of this from the HCI literature is
Card et. al’s canonical design space of input devices [6], which
has been used by many researchers to position their contribu-
tions and find new areas to explore. Other examples include a
vocabulary and categorization of gestural interactions [56], a
taxonomy of 3D tabletop systems [26], and a design space of
composite visualizations [30]. What is common among design
spaces is that they make design decisions explicit, summarize
what is possible, and what is under-explored.

In design domains, a design space defines the bounds of a prob-
lem space and solutions in it. Design spaces are often dimen-
sional representations that enumerate the design decisions to
be considered, along with potential options for each decision.
If externalized as tables, matrices, lists etc, design spaces can
be very effective for communicating with collaborators and
clients. Representing design spaces with visualizations pro-
vides cognitive and perceptual benefits such as pattern recog-
nition [22]. Identifying patterns, gaps, and seeing disparate
connections are important for distinguishing between what
has and hasn’t been tried and may lead to new perspectives
and creative leaps [47]. Also, creating external representations
of the design space reduces cognitive load [35] and provides
opportunities for reflection in practice [52]. The question we
ask in this paper is whether design spaces can be appropriated
to support researchers. Research tools exist, but, as discussed
later, they support only certain types of reasoning and are not
appropriate for constructing a research design space.

A research design space (RDS) can be explained through the
metaphor of dimensions in physical space. A dimension is
an aspect of the research area that encompasses the scope of
all possibilities for that aspect. In computing, the algorithmic
complexity in terms of time might be one dimension, and
algorithmic complexity in terms of storage requirements might
be another. One can think of these two dimensions occupying
the X and Y axes of a two-dimensional space. The dimensions
define the known bounds of the space and existing examples,
such as specific algorithms, can be plotted in this space. Of
course, a research design space (RDS) is likely to be multi-
dimensional and complex. Such spaces are difficult to reason
about in the abstract, pushing our cognitive limits, and thus an
external representation is very helpful.

What would a tool that supports the creation and exploration
of an RDS look like? It would need to represent numerous di-
mensions, some categorical, some continuous; support adding
examples to the space and identifying how each example fits
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along each dimension; and support ways to visualize and ex-
plore the space. Such a tool could be used in conjunction with
existing research tools, such as reference management sys-
tems, to form an ecology of tools that can support researchers
at varying points in their research process. However, it is un-
clear how researchers reason about RDSs and whether such
dimensional reasoning would come naturally. Do they start
with examples or dimensions? Is the RDS artifact more valu-
able than the process of constructing it? Are researchers able
to create dimensional representations of their research directly
or do they need significant scaffolding and training?

This paper presents three studies that explored how researchers
create research design spaces (RDS) and reason dimension-
ally: two studies adopt a ‘dimensions-first’ approach and one
adopts an ‘examples-first’ approach. In this paper, we refer
to the domain as the “research area”; the artifacts (papers,
algorithms, designs, concepts, and solutions) in the research
area as “examples”; and the space of all dimensions and ex-
amples for that research area as the “research design space”
or RDS. The contributions of this paper are: 1) the Design
Space Explorer, a tool that affords the creation of a research
design space, 2) results from two studies of ‘dimensions-first’
RDS creation, 3) results from a study of ‘examples-first’ RDS
creation, and 4) insights about how researchers interact with
a dimensional representation of their research and how they
interact with tools designed to support this process.

BACKGROUND
Many research support tools exist; however, few allow re-
searchers to construct and then reflect on both the details and
high-level concepts associated with their research. Design
spaces have the potential to allow researchers to balance these
two divergent needs. In this section, we describe existing re-
search support tools, the roles of ideation and sense-making in
research, review previous work on design spaces, and describe
how design spaces might be appropriated for research.

Research Support Tools
A plethora of tools help keep track of and categorize literature.
Reference management software [19, 44, 61, 37] supports
grouping and sorting PDF documents manually or by their
meta-data. Annotations and tags can also be applied to these
documents. Docear leverages annotations to provide a visual-
ization of all documents and annotations [2]. Biblioref allows
the user to provide their own hierarchical taxonomy of con-
cepts, which they then use to classify papers [39]. Hyperref
supports research paper assessment by providing a way to
discuss elements of a paper [32]. All of these tools are based
on user-defined semantic or relational properties of papers and
do not support reasoning about the papers dimensionally.

Mind maps focus on concepts and the relationships between
them. The map is a hierarchical directed graph, originating
at a central main concept. Other nodes branch off and con-
tain user-added text which represents ideas or thoughts, and
edges represent relationships. Tools include MindMeister,
XMind, MindManager, FreeMind, and Coggle [46, 59, 45,
23, 9]. Mind maps are useful for some conceptualization and
exploration tasks, but do not support dimensional reasoning.

Citation graphs, in which vertices are papers and edges point
to cited work, can help researchers find relevant and popular
work. Recommender systems that suggest papers based on
these graphs are useful, but these recommendations disconnect
the researcher from the space as a whole. When visualized,
provenance and temporality are preserved, as in the case of
Citeology [40]. Analytics help expose temporal and concep-
tual patterns, as shown in CiteSpace [8]. These visualizations
support exploration of the citation graph, but they enforce a
relational perspective of the research area that is based on cita-
tions and do not help generate a dimensional representation.

Visualizations are also used to explore a paper’s content.
Docuburst provides a visual summary of the words in a doc-
ument based on their is-A relationship with other words in
the document [10]. Parallel Tag Cloud supports comparisons
between documents [11]. Words are listed along each axis,
which represents a document, and a path shows where that
word appears along other axes. For both techniques, the mean-
ing is preserved as well as the relationships. Both represent the
specific document text, which may be too rigid for researchers
who want to construct conceptual representations.

Spreadsheets may help reason about examples [21, 53] but
were designed for data manipulation. Dix et al. note that the
success of spreadsheets for organizing, matching, and group-
ing is due to their flexibility and familiarity [16]. However,
spreadsheets and tables are limited in communicating to the
user what they can do with them. Kandogan et al. explore
DataBoard, a free form spreadsheet-like interface, and com-
pared it to a plain spreadsheet on simple problem solving
tasks [31]. They determined that free form was more flexible
and better for iteration, but require more effort. While spread-
sheets may be able to represent the dimensions of a design
space as a table, they are not particularly interactive and do not
support the iterative process of constructing a design space.

Creativity in Research
Research is an amalgamation of ideation and sense-making.
Researchers iteratively curate relevant related work, attempt to
make sense of it, identify gaps, and brainstorm solutions that
might address the gaps. Sense-making describes the process
of moving from raw data to insight. Russell et al. describe the
“learning loop complex” in which people create a representa-
tion of the data, identify parts that don’t fit, and recursively
adapt the representation to fit the data [51]. Pirolli and Card
build on this idea with the “notional model of sensemaking”
which takes into account the preparedness of data [50]. They
describe sense-making as having loops that support top-down
and bottom-up processing [50]. This defines sense-making as
an iterative process; where data, representations, and insights
are dynamic. This process involves convergent and divergent
thinking, which are important aspects of creativity [12, 27].

As researchers engage in sense-making, they get a better sense
for the problem space and develop research questions. Ideating
solutions to a research question may involve reviewing related
examples, artifacts, or papers. Diverse examples that represent
distant parts of a solution space can lead to more creative
ideas [7]. Similarly, distant associations of concepts can also
lead to creative ideas [42]. On the other hand, examples that
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are very similar or represent only a subsection of the potential
solutions can inhibit creativity and lead to design fixation [29].

Since examples can be both helpful and detrimental for
ideation, they should be chosen carefully. By Buchanan’s
definition, research is a wicked design problem [5] in that
it is constantly evolving, incomplete, and may contain con-
flicting information. Given this definition, choosing relevant
examples automatically is very difficult. One solution might
be having researchers curate their own examples. Webb et al.
suggest that a platform that gives visual structure to objects
and authoring capabilities to the user promotes ideation [57].
Popular curation tools, such as Pinterest, allow users to group
and save web resources. However, as pointed out by Kerne et
al., Pinterest’s grid layout is very limiting in terms of spatial
organization [34]. Kerne et al. study platforms for curating
web artifacts [33, 34] and claim that these platforms should
provide room to organize, group, and annotate artifacts.

Design Spaces
Previous work has defined what design spaces are and es-
tablished methodologies for creating them. In the Question-
Option-Criteria (QOC) method, designers use a list of ques-
tions to outline the design decisions, the options for each
question, and criteria that must be satisfied [38]. Heape [28]
presents a similar definition of design space and stresses the
iterative nature of design, in terms of the designer’s under-
standing of the solution space, as well as the problem space.
Morphological analysis, developed by Zwicky and Wilson, is
a matrix-based approach to representing the parameters and
conditions in complex problems, through which the problem
as a whole can be understood and possibilities can be exam-
ined [62, 63]. Dalsgaard et al. and Biskjaer et al. build off
the work of Zwicky and Heape, simplifying the process and
discussing the benefits of their design space notation for de-
sign problems [3, 15]. The design space notion and notation
presented by Dalsgaard et al. is targeted specifically for the
design of media facades [15], which Biskjaer et al. generalize
and discuss in terms of design more broadly [3].

Biskjaer et al.’s framework for documenting and navigating
design spaces, defines a design space as “a conceptual space,
which encompasses the creativity constraints that govern what
the outcome of the design process might (and might not) be.”
They posit that a design space is “co-constituted, explored
and shaped by the designer during the design process” [3].
Their design space schema consists of columns, the headings
of which are aspects of the design, rows are potential designs,
and the contents of a cell reflect the option of the aspect present
in that particular design solution. Biskjaer’s work shows that
considering a design or research area as a multi-dimensional
space is worthwhile because it helps users consider ideas in
relation to each other and the problem space. However, to
our knowledge, no interactive tools have been developed to
facilitate this iterative process of dimensionalizing the space.

Design Processes
While the artifact of a design space is helpful for documenta-
tion and communication, perhaps more important is the pro-
cess one goes through while dimensionalizing the space. The

process of defining the problem space is a reflective act where
the designer or researcher reflects on the problem space, the
solution space, and potential opportunities for exploration [52].
Bonnardel and Sumner investigate ways to support reflection
in design in the form of critiquing based on certain criteria [4].
Several researchers discuss the use of maps to reflect on dif-
ferent aspects of the design process as a whole [14, 36].

Design processes live in the problem space, the solution space,
or both. Beaudouin-Lafon and Mackay present a methodol-
ogy that focuses on the solution space, where the goal is to
generate as many potential design solutions as possible [1].
Schon discusses the necessity for the designer to construct the
problem space, given that the complete bounds of the space are
not known in advance [52]. Dorst and Cross present design as
the iterative co-evolution of problem and solution space [17].

The related work we have reviewed demonstrates that con-
structing multi-dimensional design spaces is a helpful research
task. Methodologies to define design spaces exist, as do plat-
forms for curating information. While these have been shown
to be useful for sense-making and in the design ideation pro-
cess, there appears to be a lack of interactive tools to help re-
searchers externalize a formal, dimensionalized design space.

RESEARCH QUESTIONS
There exists a gap between traditional research tools and the
ability to create a dimensional research design space (RDS).
However, it is not clear how researchers construct dimensional
representations, interact with them, or use them to further their
research work. Design spaces are useful for designers, but can
researchers use them with the same success designers have?
Thus, we have the following research questions:

Q1 Do researchers reason about their research dimensionally?
Q2 Are there other ways researchers reason about research?
Q3 How natural is it for researchers to use a tool that was

designed to support dimensional reasoning?
Q4 Can a tool guide researchers to reason about their research

dimensionally?
Q5 When constructing a research design space, do researchers

start with examples, such as papers, and move to dimensions
or do they start with dimensions and fill in examples?

Q6 Is the DSE equally effective for all researchers?
Q7 Is the DSE equally appropriate for all research areas?
Q8 What do researchers gain from dimensional reasoning?

DIMENSIONS FIRST: THE DESIGN-SPACE EXPLORER
To investigate the ways in which people might engage in di-
mensional reasoning during research we created a ‘dimensions-
first’ prototype, The Design Space Explorer (DSE); a web-
based tool that aids researchers in externalizing a set of dimen-
sions that represent a complex, conceptual space. The DSE
has three modes:

Create: define the dimensions of the space.
Populate: add examples by selecting values for dimensions.
Explore: interact with visualization of dimensions and points.

Responsive enabling guides users through the RDS creation
process, but allows them to iterate between the three tabs.
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Figure 1. Dimension Card: setting audio length as a numeric dimension.

Figure 2. Example Card: adding SoundCloud as an example of an audio
annotation system. The user interacts with each dimension widget to
specify the values for the current example.

First, relevant dimensions are defined in the RDS, and then the
DSE allows researchers to plot examples along the dimensions.
Once examples have been plotted, researchers can explore and
reflect on the resulting RDS. The DSE builds on Biskjaer’s
tabular approach to externalizing the design space [3], but
by creating an interactive visualization, we leverage human
spatial reasoning and enable faster and more fluid exploration
of the space than is possible when looking at a static table.

Create: adding dimensions
The first step occurs in the Spaces tab, where the user adds a
new RDS by giving it a title and a description. They can also
load or delete RDSs. Then, responsive enabling guides users
to the Create tab, where they can add and define new dimen-
sions. Both the Create and Populate tabs use the metaphor of
cards to represent dimensions and examples (Figure 1). To
create a dimension, the user provides a name, description, and
dimension type (categorical, numeric, or boolean).

Populate: adding example points
After defining at least one dimension, users can move to the
Populate tab and add examples, which can be research pa-
pers, solutions, devices, systems, or studies. When adding an
example, the dimensions that were defined in the Create tab
are listed as widgets (Figure 2). The user specifies a value

for each dimension using a widget slider (numeric dimen-
sions), drop-down list (categorical dimensions), or a toggle
switch (Boolean dimensions). The value for each dimension
corresponds its location in the multi-dimensional space.

Explore: Visually reflecting on the whole space
In the Explore tab, users interact with a parallel coordinates vi-
sualization of their RDS and have the potential to identify gaps
in the research, compare examples, and ideate new solutions.
The visualization supports these types of discovery through
filtering the examples by brushing along any dimension.

Visualizations leverage human spatial reasoning skills to iden-
tify patterns and make sense of the underlying data [22]. We
expect that RDS tools would have multiple visualizations, but
used one for our study. Scatterdice [18] allows many dimen-
sions to be considered, two at a time, but it is best suited for
non-categorical data. Bertin Matrices [48] are compact and
support high-dimensional data. However, based on a review
of design spaces, many of which were sparsely populated with
examples, this compact view is not necessary. Parallel coordi-
nates was chosen because it is flexible and supports continuous
and categorical data. The sparseness of the examples suggest
that over-plotting and occlusion are unlikely, which can be
problematic for parallel coordinates. To improve usability,
we implemented the traditional interaction techniques [54] -
saturation brushing [58], multiple brushes (one for each di-
mension), sortable dimensions, and dimensional reordering.

Dimensions in our visualization are similar to facets in faceted
navigation. Facets provide multiple filters that each describe
one aspect of a item. Facets provide an overview of the rele-
vant aspects of an item that is being searched for [60]. Facets
can be either hierarchical or non-hierarchical [20]. They can
also be placed into the context of the item itself [43].

DSE Study 1: Pilot Study
In Study 1, computing PhDs and post-doctoral researchers
participated in an hour-long task and post-task interview. The
session began with an introduction to the concept of a RDS
and a walk-through of how to define one with the DSE. Par-
ticipants then had 60 minutes to interact with the DSE in the
context of their own research. They were instructed to input
dimensions, populate the space with research examples, and
interact with the visualization. After observing their interac-
tion, we conducted a semi-structured interview about how they
used the DSE, their research area, and their thinking process.

The goals of the first study were to understand users’ approach
to using the DSE and dimensionalization, whether they created
all dimensions first or were more iterative, what kinds of
reflection and ideation the DSE inspired, and their impressions
of the value of the DSE.

Results
Four PhD students (2 female) and one post-doc in computing
participated in the first study. They were compensated $15
for their time. Two participants used the entire 60 minutes to
interact with the DSE, two used nearly the entire 60 minutes,
and the fifth participant used 40 minutes. To obtain insights we
reviewed the session videos and conducted a thematic analysis.
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Figure 3. A RDS from the first study, created by P1-5.

Topic Matters
Of the five participants in our study, two chose to use a re-
search topic outside of their current research area because they
thought it would be easier to dimensionalize. P1-4 chose an
area she had worked on before starting her PhD because, as
she said, “I wanted to choose something I could easily popu-
late. I had lots of design spaces I think, like in terms of the
main research topic, but I didn’t know how to populate them.”
P1-3 also chose a research area that was easier to dimensional-
ize. At first, she couldn’t decide on any dimensions and asked
the facilitator for clarification, to which she responded, “For
papers I don’t see having too many things like that.” She then
changed to a different RDS entirely. P1-3’s initial RDS was
the only RDS that didn’t describe a system, but her second
RDS, like the others, did describe a system. Both P1-3 and P1-
4 expressed an initial concern that it was not obvious to them
how to dimensionalize a research area. Dimensionalizing is
difficult, but some topics appear to be easier to dimensionalize.

Assigning Dimensions: Metrics vs Features
Most participants created their RDSs from the perspective of
their own research and in terms of systems with features and
metrics. Three participants (P1-1, P1-4, P1-5) used their own
research approach as the first point to populate their RDSs.
P1-3 was the only participant who didn’t create an RDS based
on her own system. Some participants used evaluation metrics
and others used potential features of a system when creating
their RDSs. For example, P1-1 and P1-3 chose dimensions
that reflected design features of existing systems (i.e. “modal-
ity”, “location”), while others (P1-2, P1-4, P1-5) mostly chose
dimensions that could be used as metrics on which to evaluate
existing systems (i.e. “usability”, “cost of use”).

P1-4 referred to her dimensions as “metrics” and chose to use
“strength of security” and “strength of usability”, which were
specific metrics that she had used during her research. P1-5
also used dimensions to represent evaluation metrics but chose
them with the goal of investigating the relationship between
them. For example, he said he was interested to see if there
was a trend between familiarity and trust in his research area
of usable privacy and security. Unlike P1-4, whose metrics
corresponded to evaluation calculations used in research, P1-5
created metrics based on his own opinions.

Dimensions were also assigned based on features of existing
systems. P1-3’s RDS consisted mostly of design features rele-
vant to the system that she was designing and one dimension
related to the goal of the system (specifically, what type of
learning style it corresponds to). P1-1’s RDS consisted exclu-
sively of factors to consider when designing a system within

his research area (specifically, a system for collaborative video
editing). This is consistent with P1-1’s definition of design
space, which is centered around the idea of parameters and
design: “a space with many different parameters, many dif-
ferent dimensions that could be used to create a design or a
design could be defined by those different dimensions or pa-
rameters.” It is not clear from our results whether participants
always thought of their research as systems with features and
evaluation metrics or whether this was prompted by the DSE.

P1-2’s defined a design space as something that is not created
or designed, but discovered based on the predefined nature of
the research area itself. His RDS of robot motion planning
included a combination of mostly metrics for evaluation (i.e.,
time complexity) and design features of the implementation
(i.e., underlying data structure). He noted that using the DSE
was natural because “you can think about the field and you
think about the different approaches. And the approaches have
advantages and disadvantages, which you can highlight here.”
He admitted to thinking broadly to capture the big picture of
the research area, rather than sub-dimensions that would have
been more specific.

Iterative and Emergent
All participants iteratively revised, deleted, and added dimen-
sions and examples. P1-4 used the visualization to evaluate
her dimensions: “I was continuously going to explore and
then I was like, no this doesn’t sound right so I had to go
back and change maybe the label or delete the dimension or
come up with a new dimension.” P1-5 noted that he often
added an example to his RDS, which made him think of more
dimensions to add. He mentioned adding RFID as an example,
which he hadn’t included in his prior literature review because
it was too expensive, but now it led him to add a dimension
to reflect that. He said, “I know that adding cost as a dimen-
sion was directly tied to remembering RFID. And then video
surveillance, I think I went back and added trust and usability.’
Here and elsewhere we see examples prompting the addition
of dimensions as a way to differentiate examples and to fill
out the research space.

As participants iterated, their mental models of their RDS
evolved. In particular, P1-3 showed a change in thinking from
narrow to broad throughout the study. Her RDS began with
very specific dimensions about the system she was develop-
ing, most of which resulted in a category called “irrelevant”,
which was selected for most examples and resulted in a less
interesting visualization. Towards the end of her session, she
added a category that was more relevant, broader, and helped
to differentiate the systems in the RDS. She had previously
been thinking of ways the approaches were similar, but when
she stepped back to consider differences, it lead to a more
interesting set of dimensions.

Missed Opportunities for Reflection
Participants used the DSE to compare different examples in
their RDSs. P1-4 noted, “I could see for example how is a
particular CAPTCHA doing. I could also see if I needed to
compare for example two or three at a time, did they have
the same strength for example.” P1-2 noticed that there was
a lot of crossover among his examples and commented that
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they were essentially doing the same thing. P1-5 said, “I was
curious to see if there were any trends” and explained in the
interview where he might have seen a relationship between
trust and familiarity, though the examples he had populated
the RDS with did not show evidence of this relationship. P1-1
commented that the visualization didn’t make it easy to see
the empty spaces (gaps). He often only had one or two items
for each dimension, which may explain why he saw few gaps.
Despite being shown how to filter (brush) the visualization
along each dimension, which may have helped identify gaps,
none of the participants used this feature.

Value
Some participants used DSE to identifying new dimensions
and organize their thoughts. They also offered ways they
might use it more in the future. P1-4 thought the DSE could
be helpful for brainstorming, “to maybe explore your research
topic. To try to find more angles where you can look at that
research topic and find problems and see how things are re-
lated.” So even though P1-4 used the DSE during the study as
an evaluation tool, she would use it in the future for ideation.
P1-5 would also use it in the beginning of research: “I think I
would use it early on to really get a grasp of what I’m looking
for in my research. If only to understand what exists right now,
that’s something I would want to do early on to know what
can I borrow from or generate that’s novel based on that.”

Some participants, such as P1-1, thought it might be helpful
for organizing and exploring new research areas, “[The DSE]
would certainly give you an idea of what is existing out there
and what are the properties.” P1-3 said she would use the DSE
early in her research process, but for curation and organizing as
she found more sources, rather than ideation. P1-2 thought the
DSE would be helpful for developing high-level conceptual
understanding of their research area: “You probably think
you know all these things but until you actually sit down and
lay them all out you realize you don’t know as much as you
thought you did ... So it definitely helps your understanding.”

P1-3 was the only participant to use another tool to externalize
her thought process. She opened a text editor and typed a list
of relevant factors. She said that she wanted to have another
tab in the DSE where she could do whatever she wanted, such
as make a collage or flow chart. She thought such a feature
would provide value. She self-reported that because she has a
background in art, she thinks of design as more open-ended
and abstract and referred to the DSE as being “so specific.”

DSE Study 2: Longitudinal Study
In our first study, we received mixed results from participants.
Some struggled to define dimensions and others were starting
to use it to compare and evaluate examples. If dimensional
reasoning emerges over time, then using the DSE for a longer
period of time might allow researchers to reflect differently.

For our second study, we performed a six week case study
with graduate research students. Participants came into our
lab for 3 in-person interviews, they were sent weekly surveys,
and they were asked to use the DSE for 2-3 hours weekly on
their own time. During the first interview, we asked about
their research areas and practices, gave an introduction to the

Figure 4. A RDS for P2-3 shows different approaches for classifying
tweets for sentiment analysis. The year dimension is brushed to highlight
only most recent papers (in orange).

Figure 5. Participant usage of the DSE during the 6 week study.

concept of design spaces and dimensionalization, walked them
through using the DSE, and they performed a practice task of
dimensionalizing a list of fruit to get experience using it.

The goals of Study 2 were to continue to study the DSE in
terms of how people use it and ways it supports or doesn’t
support dimensional reasoning, but with respect to larger sense-
making and reflection loops than in Study 1 since participants
were able to use the DSE longitudinally.

Results
Five graduate research students (4 female) participated in the
longitudinal study. Participants were recruited via email and
were compensated for their time, receiving a $10 gift-card at
the initial training and a $20 gift-card at both the mid-way and
final interviews. Three of the five students were involved with
design research such as formal design methods, architectural
design, and design patterns. The other two students were
designing new algorithms to use in their research.

Contexts and Intentions of Use
Each participants had different purposes and use cases for the
DSE. Several saw the DSE as a tool for knowledge manage-
ment. In the beginning, P2-1 said, “I’m terrible at taking notes
and this would organize my thoughts.” P2-3 was writing a
survey paper and wanted to use the DSE to evaluate whether
she had organized her sources correctly. She said, “I need it in
my research” and also, “I can arrange the names of the papers
and the names of the authors and the names of the algorithms
that they have used.” P2-4 was using the DSE to curate re-
search papers on topics that she was considering working with
such as the acoustics of physical space. P2-4 also had a very
unique space that investigated the American Southern Literary
tradition for inspiration to design a museum that celebrates
southern culture. P2-5 was also using the DSE to curate pa-
pers as he was reading them, but used the DSE to compare
these papers. P2-2 was trying to characterize and classify the
bounds of her set of Design Patterns for CS education.
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Name Area of study Topic of research Year of study Usage of tool

P2-1 Computing Crowdsourced design in citizen science PhD, year 3 Knowledge management, compare approaches
P2-2 Computing CS education research PhD, year 2 Categorize design patterns for CSE
P2-3 Computing Sentiment analysis in social media PhD, year 4 To write a survey paper
P2-4 Architecture Uncertain MSc, year 2 Explore thesis topics, collect design inspiration
P2-5 Bioinformatics Computational methods to study PhD, year 4 Compare metrics for path ranking,

how plants influence health evaluate sections in papers
Table 1. Participants’ areas of research, their academic backgrounds, and how they used the Design Space Explorer in Study 2.

Successes
The most common observation from this study was that the
DSE helped participants think about their RDS systematically
and develop a holistic view of their research. P2-4 noted the
DSE helped broaden her perspective: “It really helps to dimen-
sionalize them because I start to think of them less as articles
and more as articles in like different categories that they fit
into. Which is something I haven’t really done before.” P2-1
echoed the sentiment that considering the space holistically
was important, “when I was writing I was only focusing on
one aspect, but when I was looking at the chart [visualization]
I wasn’t sure if I was fair enough in my writing.”

The DSE helped some researchers approach research and writ-
ing differently. P2-4 used the DSE for a literature review and
said, “[I’m] becoming more aware of how to identify gaps in
research.” She said that the visualization, “shows you which
ones [dimensions] I’ve found more [examples] of so far and
which I need to focus on seeing if there are other types of
examples for.” P2-5 used the DSE to establish the novelty
of his research compared with others and to structure papers,
“I’m trying to see what kinds of things are emphasized in each
of the different sections - your results, intro, and methods” He
explained that this was supported by the DSE, “very clearly
saw where things were actually lacking so that was very easy
for me to see where I should be writing or where I should
make more of a point to talk about in each of the different
sections where everybody else was kind of missing it.”

Challenges
The challenges faced by participants were related to either the
visualization or a mis-match between their mental models of
their research and the dimensional representation with which
they interacted. P2-3 described the visualization as difficult for
her to use and that she would have preferred a table. P2-2 liked
the visualization, saying “this style of visualization, I haven’t
seen it before and this is really a good view of the space,” and
“This kind of visualization makes me perform a better gap
analysis on my patterns.” However, she was ultimately unable
to use it and hoped for a more compact representation.

The mismatch between participants’ ways of reasoning and
the intended dimensional reasoning was also an issue. Here
are some ways of reasoning that participants expected:

Semantic Reasoning All participants expressed a desire for
support of some sort of semantic reasoning and the ability
to assign meaning to examples with tags. For example, P2-
2 described: “[I] wanted to mark multiple options for this
category ... This [example] could be random or self-selected
so I actually have two of them so this is not so practical.”

Relational Reasoning Many participants visually or concep-
tually related two examples or dimensions. For example, P2-1
explained that the visualization gave her a false sense of re-
latedness, though she explained that in her mind some dimen-
sions actually were related, “I could see some inter-relations
between the two [dimensions in the visualization].” P2-4
thought the DSE supported relational thinking, “you are look-
ing more for the connections between them and the similarities
that you wouldn’t have thought about on your own”

Hierarchical Reasoning Most participants expressed a hier-
archical understanding of their research area. P2-2 created
a new space to represent meta-dimensions corresponding to
her original RDS, “I decided to go to a higher level to see at
least a glance.” P2-4 noted that some dimensions were more
important than others and should be ordered accordingly.

Blended Multiple participants made comments about the need
to support multiple types of reasoning. P2-1 noted that, “I
wanted to see inter-relations between aspects,” and “If I had
the checkbox I could do that.” P2-1 explained: “when I think
of my dimensions some of them are inter-related - it’s not that
they’re always a hierarchy.”

Discussion for Study 1 and Study 2
In our first study, we observed the entirety of the participants’
interaction. They iterated frequently as they shaped their RDSs
and defined and refined dimensions based on examples that
they added. This is consistent with the view that sense-making
is an iterative process [50] and that designers iterate through
periods of ‘problem structuring’ and ‘distinct problem-solving
phases’ [24]. This also suggests that dimensions emerging
from examples might be a more natural way of creating design
spaces (Q5). Researchers approached the DSE from the per-
spective of their own research and were most likely to encode
their research as systems and in terms of metrics, features,
or both (Q6, Q7). It is likely that design spaces, which were
intended for designers, forced researchers to encode their re-
search as systems that could be designed. Even though it
might have been more beneficial to build a RDS for their cur-
rent research topic, some participants deliberately chose topics
that they perceived as easier to dimensionalize. This suggests
that dimensionalizing is cognitively challenging (Q3), and that
certain topics lend themselves more obviously to dimensional-
ization (Q6, Q7). In particular, research involving the design
of a system appears to be easier than abstract topics to dimen-
sionalize, as all participants chose research areas consisting
of artifacts or systems for dimensionalization (Q6, Q7). The
DSE guided researchers to dimensional representations (Q3);
however, it is not clear that participants always reflected on
them dimensionally (Q1). Participants described a variety of

Session: Sense Making for Creativity C&C 2017, June 27–30, 2017, Singapore

373



ways that the DSE changed their perspective about their own
research, such as thinking more holistically (Q8). Dimensions
allowed them to compare and contrast papers so that papers
once thought of as solitary were actually related to others (Q8).

In the second study, researchers had more time to become
comfortable with the DSE and were more vocal about mis-
matches between their mental models and the dimensional way
in which they were being asked to interact (Q1). There is evi-
dence of researchers reasoning dimensionally but there were
also other modes of reasoning, such as semantic, relational,
and hierarchical (Q2). Researchers didn’t consistently receive
the benefits associated with design spaces such as identify-
ing gaps in their research. Participants created multiple small
fragmented versions of the same RDS rather than elaborating
a single detailed space. In search, information foraging de-
scribes how people maximize results and minimize effort [49].
For example, search engines encourage searchers to quickly
scan results for information rather than delving deeply into
individual websites. It may be similar here, simple fragmented
spaces are good enough and participants satisfice [55] rather
than iteratively refine, which is cognitively taxing.

In both studies, participants opted away from complex and
detailed design spaces. In the first study, we see that partici-
pants chose spaces that were easier to dimensionalize. In the
second study, researchers created multiple, simple fragmented
versions of the same design space rather than creating one
complex and detailed space. This may suggest that some parts
of research are better suited to dimensions (Q7), that some
dimensions are more obvious than others, or that the process
is more important to researchers than the artifact (Q3).

EXAMPLES FIRST: PAPER PROTOTYPE
Given that so many design spaces exist in literature, we as-
sumed it would be straight-forward to create a tool to support
the construction of RDSs. But, given the challenges faced by
participants in the first study, we employed a paper prototype
in our third study. We did this to reduce the assumptions we
were making and to provide more flexibility.

In the first two studies, participants experienced some difficul-
ties in constructing their design spaces, especially in terms of
a mismatch between their own mental models of their research
and the affordances provided for dimensionalizing. Since
several participants were interested in semantic encodings,
our third study allowed users to employ an examples-first ap-
proach that supports tagging. We expected that this might
mimic researchers’ traditional process of tagging papers, but
could still result in a dimensional representation. To investi-
gate the examples-first, semantic encoding approach, we de-
vised a paper-prototype and wizard-of-oz study [13] described
next. Given the results from our first study, this low-fidelity
approach gave us more flexibility.

Study 3: Tag-Based Card Study
In Study 3, participants were asked to arrive with a list of
papers, artifacts, or examples that were relevant to their current
research and then they completed the following tasks: 1) create
examples by writing paper names on index cards, 2) tag these
examples by writing an attribute that describes the example

Figure 6. Participants labeled index cards with the example name and
tagged them with attributes (in yellow). Participants grouped tags (in
blue) by putting them on a ‘topic’ card and labeling it. Participants
looked at the dimensional representation formed by plotting examples
and corresponding tags along grouped dimensions in a table.

Figure 7. A participant from Study 3 constructs their RDS.

on a post-it note and attaching it to the index card, 3) group
related tags from the previous step by placing them on index
cards and labeling the index cards, and 4) review a resulting
RDS spreadsheet created by a wizard. The RDS had examples
as rows and groupings (dimensions) as columns. The value
of each cell was the tag from that group for that example. We
chose a spreadsheet because participants were familiar with
them and creating a table in real-time was more feasible in a
Wizard of Oz study than creating an interactive visualization.
Figure 6 shows an overview of the process.

To help participants understand the process, we walked them
through an example in which we created a design space of
cars. We used 4 cars, and tagged them with attributes (such as
‘red’, ‘30MPG’, ‘3 doors’, etc.) which were then grouped into
categories such as ‘color’, ‘MPG’ and ‘number of doors’.

Results
11 graduate student participants (recruited through graduate
school email lists) participated in a 90 minute session and were
compensated with $15 gift cards. Participants were primarily
computing majors: 3 Engineers (1MS, 2PhD), 8 CS students
(5MS, 3PhD). Topics ranged from recommendation systems,
to interaction log analysis, to road maintenance theory.

Existing practices Understanding participants’ existing prac-
tices and how they consider their research area was important
because it is possible that these things influence the way in
which they perform the card tagging task. Most participants
do not use organizational tools or techniques in their daily re-
search life. Most take notes on a paper and then move on. P3-8
uses folders of papers and P3-9 has a hierarchy of folders and
subfolders. P3-2’s notes on each paper were highly organized,
with categories, subcategories, and related bullet points. P3-11
had the most complex organization method, using a series of
documents to organize, tag, relate, and index the papers.
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When asked to describe how they decide if examples are rel-
evant and the ways in which they use them to inform their
research, there was a range of answers. Some use the literature
to find promising approaches or solutions to a problem (P3-2,
P3-6), to explain behavior they observe (P3-5), to inform the
steps of their implementation (P3-3, P3-7), to explain what the
problem is (P3-6), and most commonly to extract aspects that
can be applied to another problem (P3-2, P3-8, P3-9, P3-10,
P3-11). Unsurprisingly, none of the participants say that their
primary use of related work is for the purpose of defining the
space of their research.

Process Most participants easily tagged the examples, grouped
the tags, and successfully completed the task. Two participants
completed the task in an unexpected way: P3-2 and P3-9
tagged categories of papers rather than papers themselves. P3-
2 didn’t run into any trouble as the papers in each category
were similar, but P3-9 had trouble applying tags consistently
to papers. We discussed the intended process with P3-9 at the
end, saying that the intention was to tag papers, but he felt the
way he did it made sense, noting that “most of the times I read
the papers to make this kind of categorizing in my brain”.

Most participants reported that the process felt natural. This
was partially due to the familiarity of tags in general. P3-6
explained, “It was natural for me because I am trained to assign
index terms for my papers. I always do that.” P3-10 said, “This
follows the same mental process we follow when we write
the related work section in our papers”. Some reported even
having the categories in mind as they were doing the initial
tagging (P3-1, P3-5, P3-6, P3-8). Only two reported that it
was unnatural: one because he was not accustomed to using
pen and paper and the other because she was considering it as
a way to keep track of the steps of her current implementation,
which are always changing. P3-6 saw the value of the process
for younger researchers working to construct an understanding
of a new space, but felt he did not need such scaffolding:
“Your way is like going from details to big picture. [..] For me
the way I think is going from big picture to small picture or
details”. For P3-6, the DSE might have been a more natural
experience. However, this also points to the fact that tools,
such as the DSE or our Examples-First prototype, may be
better suited to different stages of research.

Final artifact The final spreadsheet resulting from P3-1 con-
tained a very well-formed RDS: it had columns that were clear
and reasonably independent, rows that represented a variety of
previous works, and most cells filled in, indicating how each
work fit along each dimension. This was impressive given
that the RDS was constructed in 90 minutes. In the other
participant spreadsheets, there were the beginnings of RDSs,
but they were incomplete. Some RDSs had cells containing
lists of tags, meaning that the example lived at multiple points
along that dimension. Most of the RDSs had at least 1 empty
cell, but 4 of them had a significant number of empty cells that
the participant did not feel they could fill in. While a limited
number of empty cells and lists of tags can still be present in
an RDS, if there are too many, it becomes difficult to see the
bounds of the space.

Perceived benefits of RDS as Artifact When asked what ben-
efits participants thought the RDS table would provide them,
most mentioned the ability to easily see which papers discuss
particular topics (P3-3, P3-5, P3-6, P3-8, P3-11). For example,
P3-8 said, “it would make it easier for me to go back and
look at these papers using the particular information in a table
format.” Others would use it to plan out their steps of imple-
mentation (P3-3, P3-7). P3-2 wanted to find the frequency of
each tag to see the distribution across examples. P3-10 thought
she could use the table to compare approaches, but she said
that any display of the papers and the tags would allow her to
do that. P3-11 pointed out that some papers that he knew were
similar due to the fact that they had similar tags in a given
category. Some participants said they would refer to it as they
were writing a survey paper or related works section (P3-8,
P3-11), but none of them would share the actual table in the
paper as a representation of their RDS.

When asked if there were additional ways in which participants
would like to interact with the table, they listed the ability to
add notes (P3-1), link to relevant information or papers (P3-3,
P3-10), color code tags (P3-4, P3-10), or drill down to see
more specific tags (P3-6). P3-11 had an interesting suggestion,
which was to use the table as the basis of a network graph,
where papers would be displayed nearer or farther based on
how similar they were along a given dimension.

Study 3 Discussion
Every participant completed the task and most found the pro-
cess natural. However, based on their resulting RDSs and what
they said about the table representation, it is clear that most
were not able to create a useful RDS in the time given, nor did
they understand the paper prototype as a way of working to-
wards a dimensional representation. Thinking about research
and trying to develop an understanding of how a set of papers
related to one another is a cognitively demanding task, and get-
ting to a useful dimensional representation by tagging papers
likely requires more time than the 90 minutes in our study.

A few mentions of dimensions show promise for a tool that
supports dimensional reasoning (Q4). P3-10 mentioned com-
paring examples, though not in a multi-dimensional way as she
said the table was unnecessary. P3-2’s interest in tag frequency
can be thought of as dimensional in a way: he was interested
in the dense areas of the design space along one dimension
at a time. P3-11 was the only participant to consistently use
the word “dimension” to describe the columns in the table
and desired a network graph representation that displayed the
relatedness of papers along one dimension at a time.

Participants typically used fragments of related work to apply
to their current work or inform their approach (Q2). Perhaps
because of this, they were not able to see the paper prototype
or its benefits through the lens of dimensions. The participants
who claimed that they had never considered their papers at one
time and who didn’t use any organizational tools, commented
on the table as a way of tracking their papers. Experienced
researchers described the importance of understanding the
relationships between papers, but they had this understanding
already and discussed the paper prototype in relation to what
they already knew (Q6).
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DISCUSSION
Given the prevalence of design spaces in research, we expected
that student researchers would be better able to construct them.
We observed a few challenges faced by participants when
trying to reason dimensionally: (1) research papers represented
fragments of information, (2) starting with dimensions was not
natural, (3) multiple ways of reasoning, (4) topic matters when
dimensionalizing, (5) focusing on metrics instead of features,
and (6) starting with examples didn’t lead to dimensional
representations.

Our results suggest that most researchers think about papers
in terms of how they use them, rather than what they are. Re-
searchers may take a technique from one paper and apply it
to a problem discussed in another paper. Instead of thinking
holistically about these papers as points in a dimensional space,
researchers appeared to think of them as pieces of a puzzle
they are trying to solve. Thinking of papers as fragments in
this way is problematic, because it results in empty design
spaces. The “dimensions-first” approach appeared to force
participants to think more holistically about the examples and
their features. This resulted in richer RDSs, but the process felt
less natural to them. Participants were more interested in these
RDSs, but didn’t discover many gaps in their research or novel
ideas. It may be that they were too familiar with their work,
but maybe they only enumerated the obvious features. A study
by McCaffrey and Spector found that designers overlooked
56% of the potential features of a candle [41] and that the
overlooked, obscure features led to more innovative solutions.
Therefore, it may be beneficial to suggest dimensions automat-
ically based a paper’s keywords or content or otherwise guide
researchers to reflect more fully.

Most participants in the “dimensions-first” study expressed
a desire for the DSE to support other representations of their
research that we have described as being semantic, hierarchi-
cal, or relational. For these participants the process did not
feel natural and they often chose a topic for their RDS based
on what they perceived to be easiest to dimensionalize. This
suggests that dimensional reasoning may be easier for some
topics than others. Participants in Study 3 had an easier time
with the “examples-first” process and expressed less of a de-
sire to integrate other modes of reasoning. However, based
on the ways in which these participants discussed the ben-
efits of the paper prototype and resulting table, it was clear
that they did not internalize the dimensional aspect or reason
dimensionally. Many participants chose to use metrics that
evaluate the research rather than features that define the re-
search. Participants also didn’t appear to understand that there
was a difference between metrics and features when asked.

While participants in the “dimensions-first” study struggled
with dimensions and suggested easier ways to approach the
task, they were forced to reason dimensionally. This appeared
to place a high cognitive load on participants, but it also al-
lowed them to gain more insights and to internalize the dimen-
sionality of the end result. The tagging approach in Study 3
appeared to be easier and induce less cognitive load, but it
also generated fewer insights for participants. The most useful
RDSs resulted from researchers doing the hard cognitive work

of thinking about the dimensions first, rather than letting them
emerge from tags. More research is needed to understand these
tradeoffs and what kind of systems can support researchers in
thinking dimensionally.

LIMITATIONS
We had small numbers of participants and so our results are
suggestive rather than conclusive. Future work should investi-
gate a larger and more diverse sample of researchers. Research
topics varied from CS education to southern literary tradition
to road maintenance theory. The first and third studies took
place in a lab and did not replicate the environment in which
researchers typically work. Short-term studies (1-2 hours)
were balanced with one longitudinal study (6 weeks), but
future work could investigate longer timelines. Research is
collaborative, but in our studies we removed the potential con-
found of multiple investigators to isolate researchers’ thought
processes. Future work might have researchers co-construct
RDSs. Participants received minimal guidance so that their
natural process could be observed, but explicit training with
dimensional reasoning might lead to better outcomes. Finally,
participants constructed their spaces without any automated
assistance. Mining keywords from papers, suggesting related
keywords, or searching for papers in the DSE would have
likely made the process faster and easier for participants.

CONCLUSION
We have presented three studies that explore the process of
dimensional reasoning in researchers. Our investigation con-
tributes the first understanding of how researchers engage in
dimensional reasoning and how digital tools might support and
scaffold such reasoning. We developed a top-down approach,
the DSE, which allows researchers to create dimensions and fit
examples to those dimensions. Researchers iteratively refined
these dimensions based on examples added. This resulted
in a dimensional representation but appeared to be a cogni-
tively demanding process for participants. A paper-prototype
study followed in which researchers tagged examples and then
dimensions organically emerged as researchers grouped the
tags together semantically. This process fit the way in which
researchers typically interact with papers; however, it often
didn’t always result in a dimensional representation.

Our findings about dimensional reasoning suggest that it is
possible to scaffold researchers to create dimensional repre-
sentations; however, it appears that dimensional reasoning
comes more naturally to some researchers than to others, and
also suits certain types of inquiry more than others. Dimen-
sional representations did help researchers think more holis-
tically about their research and afforded easier comparisons.
However, we observed that in addition to reasoning dimen-
sionally, researchers also engaged in semantic, relational, and
hierarchical reasoning. These results suggest that supporting
dimensional reasoning can offer benefits, but needs to be in-
corporated into tools or systems that also support other types
of reasoning. Thus, to fully support the creative, open-ended
task of research, rich systems that offer multiple tools for orga-
nizing, representing and exploring are important, and different
modes of reasoning need to be accommodated.
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